
�2� Adaptive FWER control
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Gaussian  case  with known 5
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L quintile computed under the full will .

Proposition : In the heussian  selling (either  one . sided or two- sided )
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Proof : FWER ( sat )
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Moreover
, for Po  such that

µ=o ( full null )

FWER ( sat )
,

P ) =P( .se#hmtjlX.y)} > sat ))=L because jptjlxit
has  a  continuous distribution

Examples
: �1� 9=(1*1) p . qui correlated with pzo , say one - sided

Zv W(0,5) can be  realized as Zj  
= Tg W + Fp Tj  where W,9^ . . . Sm 
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Hence we  can  compute sat ) more explicitly via :

P(nnffaexmtjzltx ) = Paxmgxs; ex . rew
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�2� Linear  model :

n

,Yn=n×Mpp¥ne×
,

,
ENWG

,
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M full rank ( n > p )
( standard ) HMM

;
= 1 Vj

as f =CMTMTNTYnWlp ,CMHJY⇒ µ =T

for 2 NWG
, http ) ,

distribution of qynjqxwzt
can be approached by Monte

-
Glo  algorithm

#
unknowndependence : the randomization this

[Westfall and Young 11993)]
[ Romano  and Wolf Has )]

Consider the two -

group
model and Student statistics Tjk ) = jn.fm#njjgMiIl

although we  do  not  assume that Q is aeussian  nor known

An essential property here is called the randomization property

(Tjktljejg ~ (Tjktbjcw for  
any

of Gn true here !

Generate k . . . TB iid uniform  on &n

Consider the thresholdsink)= min { xerjtns+⇐sA¥n¥xmTjlE)£x} ) >
,

' - d }
(also called imext
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procedure) !
mimics the distribution ofthe max  under the will

Proposition : In the two .

group setting FPEP
,

FWER (Sak) ,P) < L

Proof : first ,

let us  consider the
'

ideal threshold
'

sink) = min { xer :p ,s÷(s+b€n}maxtjlx"
)-<x} ) >

,
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First
,

Ft > saw
,

t > sink )
,

and thus

by
def of

the quartile sink )
,

£ (s¥±s " } maxtjl 'M >
,
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Hence
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where Yo=  
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} TJM } and
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Now
, by

the randomization hypo ,  we  can show that ( Yo
,

. . .

, YB ) is  exchangeable

We  can  conclude the proof by the same aeyuuuut as  in Part  I @ D
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Step down refinement [Westfall
and

Young
4993)] [ Romano  and

wolf Koos )]

RememnIr: FWER ( RBH
,

P ) f L MLD may
be not close to X

Infarct
:  same phenomenon

with the
previous sacs ) or  sink )

because the max  is taken under the
full

well
,

as  if Tblpk 11
,

.
.

.

,
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Idea :  if Aois the set  accepted mills
, apply

the same  method in  restriction to Ao

this
gives

 a  new set
of rejection .

Iterate  
until

convergence
.

Formally
consider Rq rejected set and Aq = 31 .

. .m}\ Re for  some arbitrary b C 33 . .

,
m }

in
SD algorithm :

 * step o : let G
 =

H

* step j :3 1 : let
Tj

 
=

Ag, ,
ifCj

 
=

Tj . ,
stop and let £=

Tj

otherwise
go

to  step jts

Proposition : In  a multiple testing fuemewak

consider
 a

family (Rp)
, eye

of multiple testing procedures

satisfying Ci ) FPFP
, for G-

-
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d) to
,

8
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Then VPEP
,
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Rp ,
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Pro : On an  event with pwba 31 - d we here The P ) C Aggcp , by li )&
On this  event

,
we  can show that TBLP ) C Af by the following argument:

for all jzo ,
No (P) Cbj implies Ajgcp)

CAg,

=6j+ , by liil and thus TBH ) CTj , ,

since No ( BC G  = H we here HOCP ) C Cj for all j D

Application 1 : Baferroni type Rq =3 ^  ejcm : pjlx )Ef ,
} satisfies  it and c ii )

This provides the Holm procedure ( =  SD version of Bonfenoni )

Application 2 : Gaussian  model with known  covariance T

il and lid satisfied with the RW . type Rg = } icgcm : Tjk ) >

Sqls
) }

where

Sqtt
= min } xer :P (

max
{

Tjk
) } Ex ) zi . L }
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This provides a step down procedure that  incorporates the knowledge of 9
.

This  improves the '

single step
'

procedure of section #

Exercise :  simplified formulation
Let us define the step down procedure  with critical values Te

,
ice em

as rejecting the mills corresponding to put . "
± PK ) mind the

for the
stopping

rule t.me/2ec3o,..,m } : te 't
, Me'sEte' } # ) (upyjanhjms

.  
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�1�Show that the Holm procedure corresponds to the step down procedure
with critical values te = I ice { m

mtt  1
1

02 In the Gaussian  equiwr related with known  equi - correlation p EGI ] (say
two .  sided)

show that the RW step down procedure  corresponds to the step down procedure
with the critical values Tet

) =  min } xer :P (
min|2§(

1 Xjl)

}£x
)> 1 . a } ,

see .< m

Znwlpr ) ' tjfm- l+ ,



Application 3 Two -

group
case with unknown dependence

il and

lit
satisfied with the RW .

type Rg = } icgcm
: Tjk ) >Sqk ) }s(×l=min { xer

:p ,s÷(s¥s" } maxftp.x } ) >
,

r . a }e
jce

This  

improves
the

'

single - step
'

procedure found in of especially
when

many signal


